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Interaction Platform
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This paper starts with a brief characterization of the field of image analysis and

defines some basic terminology?.

Next, a specific application in the field of

user interface design is discussed in somewhat more detail. This latter appli-
cation is of interest in its own right, but also serves to illustrate how the general
characterization of the field of image analysis applies to a specific example.

aThefirst part of this paperhaspreviously beenpublishedin Dutch aspart of the ICT-Zakboekjelnformatie-
en CommunicatietechnologiéPatroonherknningen beeldbwerking”, p. 437-457 Koninklijke PBNA: Arnhem,

1999.

Intr oduction

Image analysisis concernedwith the recognition
of patternsin still imagesor imagesequencesAs

such, it is a specificinstanceof pattern recogni-

tion, which can be definedas: the recognitionof

shapesmodelsor configuration$y fully automated
meangi.e.,withouttheinterventionof a humanop-

erator).

Humansare not only very goodat recognizingob-
jectsin images,but can quite effortlessly also de-
termine the three-dimensionashapeand position
of theseobjects. The compleity of thesetasks
becomesapparenwhenonetriesto performthem
with automatedsystems. Especiallythe ability of

humansto perform patternrecognitionin very di-

versesituationsis far beyond the reachof existing

systems. It shouldthereforebe realizedfrom the
startthat the currentstateof technologyin image
analysisonly allows robust patternrecognitionin

very controlledcircumstancesSomeof the typical

boundaryconditionsthat allow to drastically sim-
plify the patternrecognitionare: the objectsto be
recognizedaireknown apriori, andtheimageacqui-
sition canbe controlledsuchthatthe objectshave a
high contrastwith respecto the background.The
examplethatwe discusdaterin this papemill illus-

tratetheimportanceof suchboundaryconditions.

In mary casesvherefully automategbatternrecog-
nition is not currently feasible (amongstothers,
mary medicalapplications)someof thetoolsavail-
ablewithin thefield of imageanalysigsuchastools
for imageprocessing)may still be usedasvaluable
supportfor a humanoperator(for example,to en-
hancethe contrastand/orto reducethe noise).

Definitions and subfields

It is useful for the generaldiscussionin this sec-
tion to subdvide patternrecognitioninto a number
of distinctbut connectedubfieldsasshavn in Fig-
ure 1. The classificationin Figure 1 is sufficiently
generato covermostapplicationof imageanalysis
andmaythereforesene asa guidelinefor identify-
ing the major componentsn suchapplications. It
shouldhowever be realizedthat not all stepsmen-
tionedin Figure 1 do necessarilyoccur(in a non-
trivial way) in ary specific application. Special-
ized treatmentof mostof the mentionedsubfields
canfor instancebefoundin someof thereferenced
handbookg3, 7, 1].
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Figurel: Relationshipbetweerimportantsubfieldsof
imageanalysis.

Imageanalysisstartswith image acquisition. This
involvesall aspectshathave to beaddresseth or-
derto obtainimagesprimagesequencegf theob-
jectsof interest. The selectionof radiation(light)
sourcesand sensors(such as cameras),including
the choiceof a suitablewavelengthregion for the
radiation,hasto be consideredrery carefully Very
often, this requiressomein-depthunderstandingf
the physicsof the image-generatingrocess. The
geometryof the viewing situation,i.e., therelatve
positioningof sourcesand sensorswith respecto
the objectsof interest,usuallyalsohasa majorim-
pacton the contrastetweertheseobjectsandtheir
background. Therefore,image acquisitionis the
most critical factorin ary imageanalysisapplica-
tion. Any improvementsthat can be madeat this
stageare usually more than offset by the reduced
complity andincreasedobustnessn successie
stages.

Nowadays,imagesare mostly processedligitally,

so that image acquisitionalso involves analog-to-
digital corversionof the images. This meansthat
all variationsin theimagesn time, spaceandinten-
sity (or color) arerecordedwith a limited resolu-
tion or accurag. As aresult,imagesequenceare
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subdvidedinto adiscretenumberof frames, where
eachframe consistsof discretepixels (pictureele-
ments). The color of thesepixels is describedby
integer numberswith a finite numberof bits. For
example, digital TV signalsusedin broadcasting
contain25 framesper second.Eachframeconsists

. Storageof 575 lines with 720 pixels per line for the lumi-

nancegblack-white)componenof thecolorand360
pixels perline for eachof the two colordifference
componentgred-greerandyellow-blue). Thethree
colorcomponentsf apixel arecodedwith onebyte
each.

In caseof tomographic imaging techniques,the

imageacquisitionis more complex and partly per

formed by a computeralgorithm. Two- or three-
dimensionalimages are reconstructed,basedon

one-dimensionalksignals or two-dimensionalim-

agesfrom thesensorandanunderlyingmathemat-
ical model of the image formation. Thesetomo-
graphic techniqueswere originally developed for

medicalapplicationsput arenow alsoincreasingly
beingusedin industrialapplications.

Theacquireddigital imagesoften have to be stored
or processedbeforebeingusedfor imageanalysis.
In somecases(part of) theimagesalsohave to be
inspectedy a humanobserer.

Image rendering involves all aspectghat needto

be taken careof whencorvertingimagesfrom dig-

ital to analog. The analog output medium may

be film, paperor a display (suchasa CRT, Cath-
odeRayTube,oranLCD, Liquid CrystalDisplay).

Imagerenderingusuallyresultsin two-dimensional
imageson aflat displaysurface,sothatthisis only

apartialinversionof theimageacquisitionprocess,
wheremost often objectsare obsered in a three-
dimensionalsurrounding. Stereographidisplays
aresometimesisedto partly compensatéor this.

Alternative algorithmsfor the economicalstorage
and transmissionof digital imagesare developed
within thefield of imagecoding. An importantdis-
tinction hasto be madebetweenosslessandlossy
encodingof images.In caseof losslessoding,the
original anddecodedmageareidentical. The en-
codingis basedon the redundancyin the images,
i.e., the obsenation that the intensity of a typical
pixel canbepredictedquiteaccuratelybasednthe
intensitiesof surroundingpixels. Lossyencoding,
on the otherhand,is basedon the fact that not all
imageinformationis relevant to ahumanobserer.



RecenimagecodingstandardssuchasJPEG(Joint
Picture Expert Group) [4], for staticimages,and
MPEG (Motion PictureExpertGroup)[1], for im-
agesequencesare designedsuchthat the original
and the encodedimage look (almost)identical to
a humanobserer. Much higher datareductions
canobviously beaccomplishedvith lossyencoding
thanwith losslessencoding. Lossy encodingmust
however be appliedwith carewhentheimagesare
intendedor subsequerithnageanalysis.Thedistor
tions introducedby the coding may not be objec-
tionableto a humanobserer, but may nevertheless
seriouslyhamperthe featureextraction and object
recognition.

In image processing a digital input imageis con-
vertedinto a digital outputimage. Imageprocess-
ing can be usedfor image enhancement(for ex-
ample,to selectvely increasecontrasts)for image
restoration (for example,to correctfor geometrical
distortionsand non-uniformlighting in the image
acquisition)andfor feature extraction. This fea-
ture extractionis often the first stageof the image
analysisandis discussedn moredetailbelow.

Thedetectionandidentificationof objectsin anim-
ageis a bottom-up processthat usually startsby
creatingfeature images Thesefeatureimagesare
mostly derived from the original imageby means
of local image transformations. This impliesthat
the value of anoutputpixel is only determinedby
pixel valuesin the original imagethat are situated
within a (small) surroundof this output position.

both sidesof the boundary and their orientation
(in caseof image sequencesthis orientationalso
includesinformationaboutthe velocity with which
the featuremoves). Regionsin theimagethathave
higherdimensionalityare indicatve of more com-
plex features,suchas corners,junctionsand tex-
tures.Featuramagescanbecombinedor processed
recursively by meansof local image transforma-
tions. This allows to derive morecomple features
from simplefeaturesandis especiallyusefulat po-
sitionswherethelocaldimensionalityis higherthan
one.

The featureimagesmust allow to distinguishob-
jectsfrom eachotherandfrom the background.In
thisimagesegmentationor labeling stage theim-
ageis partitionedn (non-overlapping)areaghatare
giventhe samelabel. Someform of regularization
is usuallyrequiredto guaranteghatthe sgmenta-
tionis notonly determinedy localfeaturedut also
by global,apriori determinedboundaryconditions.
Pixels that have approximatelythe samelocal fea-
ture valuesare very likely to belongto the same
objects,so that a pixel-to-pixel comparisonof lo-
cal featuresis the obvious basisfor segmentation.
However, thereare several reasonsvhy a sggmen-
tationthatis solely basedon local featuress often
not possibleor desirable Theremay be missingin-
formationin the sensethat somefeatures(suchas
the local orientation)canfor instancenot be deter
mined (reliably) at all pixel positions. Theremay
alsobe conflictinginformationin the sensehatlo-

The purposeof theselocal imagetransformations cal featuresat one pixel position can deviate sub-

is to make specificfeaturesin the image (suchas
edgescorners.etc) explicit. In this way, an easier
distinctionsbetweerobjectsandthebackgroundas
well as betweendifferent objects,is pursued. An
importantclassof local featuress basednthecon-
ceptof local dimensionality. Areaswithin theim-
agefor which the color is approximatelyconstant
have dimensionalityzero. The averagecolor over
an areawith dimensionalityzero is hencea reli-
ablefeature(for example,to identify red objectsin
a collection of objectswith differentcolors). Fea-
tures of dimensionalityone typically arise at the
boundarybetweenobjects, where one of the ob-
jects may be the background.They are character
izedby thefactthattheimagevarieslocally in only
onedirectionandis constantin the orthogonaldi-
rection(s). Thesefeaturescanbe characterizedy
their contrast, i.e., the differencebetweercolorsat

stantiallyfrom featuresvaluesin neighbouringpix-
els(for instancedueto noise).Theglobalboundary
conditionsspecifyhow suchmissingor conflicting
informationis to be handled.Very oftensegmenta-
tion is conceptuallythe mostdifficult stagein the
image analysis. Several interestingmathematical
approachefave beenproposedput importantfu-
ture developmentsin this areaare certainly to be
expected.

Oncelabeledareasin animagehave beenidenti-
fied, object featurescanbe determined Somepos-
sible examplesarethe areaandperimeterof the la-
beledregion, averagevaluesof local featuresover
thelabeledarea.etc. Theseobjectfeaturesaresub-
sequentlyusedto classify the areas.It dependson
the specificapplicationhow mary differentclasses
of objectsneedto be distinguishedandwhich in-
terpretation should be assignedio eachof these
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classes.The classificationandinterpretationis of- by the bricks. Therefore the actionandperception
tenderived from a training set A humansuper space[6] of the usercoincidemuch more closely
visor assigngheobjectfeaturedo differentclasses Apart from this horizontalaction-perceptiospace,
for a numberof exampleimages. The systemde- theVIP canalsoprojecta secondmageon a (ver
rives classificationrules from theseexamplesthat tically oriented)back-projectionscreen. This op-
are subsequenthappliedto imageswhenthereis tional secondimageis mostoften usedto supply
no humansupervisar theuserwith moreextensve visualfeedbackor in-
In the next sectionwe will illustrate someof the Creasedspatialavarenessor to communicatewith
stagesin this generalpatternclassificationscheme remoteparticipants. It is thereforeusuallyreferred

for a specificexample.

Visual Interaction Platform

Platform description

Ourlaboratoryhasbeeninvolvedin developingand
testinginterfacesthat go beyond the widely used
desk-topervironment. The goal is to createinter

facesthataremoreefficient andpleasanto usebe-
causethey build on humanskills of realworld ob-

ject manipulation ratherthenon acquiredskills of

typing and mousemanipulation.| shortly describe
one such possiblesystem,called the Visual Inter

actionPlatform(VIP), thathasbeenrealizedusing
currentlyavailable hardwaretechnologyandimage
analysis software (see http://www.ipo.tue.nl/vip3
for moredetails).

The hardware configurationof the VIP is simi-
lar to the hardware configurationof the commer
cially availableBUILD-IT system[5] andis shavn
schematicallyn Figure2. A singleintel Pentiumll
PC operatesall componentsn the system. The
VIP usesa video projectorto createa large com-
puterworkspaceon the horizontalsurfaceof ata-
ble. This horizontalworkspaces calledthe action-
perception space Insteadof usingthe traditional
keyboardandmousefor interactionthe usercanin-
teract(performhis/heractions)with theVIP system
usingphysicalobjectssuchassmall bricks. These
bricks are coatedwith infrared-reflectingmaterial
andthereis aninfraredlight sourcelocatedabove
the table. A cameralocatednext to the infrared
light sourcetracksthe movementsof the interac-
tion elementsTheuserinteractswith the systenby
modifyingthelocation(s)andorientation(spf these
brick(s). Unlike in the currentdesktopernviron-
ment,wherethemouseactionsandthecursommove-
mentsoccur at separateositions,visual feedback
in the VIP systemoccursat the positionsoccupied
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Figure2: VIP VisuallnteractionPlatform(VIP).

Themainfeaturesof theVIP are:

1.
2.
3.

theactionandperceptiorspacesoincide;

two-handednteractionis possible;

multiple userscan collectively interact at the

sametime, usingseparaténteractionelements,

therebypromotinggroupwork;

. easy-to-learinteractionstylethatrequiredittle
or no computerskills;

. the usersdo not have to wearintrusive devices
like head-mountedisplays;

. N0 messywires or othersystemcomponentgo

hinderusermovements.

The VIP++ software[8] wasdevelopedin-housen
orderto simplify the programmingand testing of
applicationghatinvolve video-basednteraction.It
containsanumberof utilities for acquiring,process
ing andstoringimages.For example,oneof theli-
braryroutinesallows accesgo cameramagesrom
within anapplicationprogram.Anotherroutinede-
tects the infrared-coatednteractionelementsand
returnstheir position, orientationandsize parame-
ters. A third routineperformsthe mappingbetween



cameracoordinatesind projection(screen)coordi-

natesthatis requiredfor accuratevisual feedback.
A fully automatectalibrationprogramcan project
a test patternthat is subsequentlgapturedby the

cameraandanalyzedo establistthetransformation
betweerboth device coordinatesystems.This cal-

ibration is requiredin orderto guaranteghat the

visualfeedbackprovided by the projectoroccursat

theactualbrick positions.

Image analysisin the VIP

The imageanalysisin the VIP is fairly simple but
neverthelesswell-suited to illustrate sometypical
component®f animage-analysisystem.

Therobustnessandreal-timeimplementatiorof the
imageanalysisin the VIP is madepossibleby the
imageacquisitionthat hasbeenoptimizedto sim-
plify successie processing.In Figure 3, we shaw
thecapturedmagewith andwithouttheinfraredfil-
terin front of thecamera.Theinteractionelements
have alow contrastwith the surroundingobjectsin
casethatno filter is used,while their detectionbe-
comedrivial in caseof thefilteredimage.Noimage
processingand local featureextraction needto be
appliedto this filtered image,sincethe grey value
of the pixels carriessuficientinformationto distin-
guishtheinteractionobjectsfrom the otherobjects
in the scene.Theimagesggmentatiorreducedo a
simplethresholdingfollowed by alabelingof con-
nectedwhite regionsin the thresholdedmage. A
seed-fillalgorithm [2] is usedto createconnected
regions. This algorithmstartsby attributing a label
to a white pixel thathasnot yet receved one,and
recursvely assignghe samelabel to all the white
pixelsin a four-connectecheighbourhoodi.e., the
pixelsto the north, south,eastandwestof the cur
rentpixel).

Figure3: Image acquisition Imageacquisition
without (upper)andwith (middle)infraredfilter.
Detectionof theinteractionelementsanbedoneby
simply thresholdinghefilteredimage(bottom).

The object parametersierived for the labeledre-
gionsare:the positionof the centerof gravity, i.e.,

1 — 1 —
Ca::_zmia Cy:_zyiv (1)
ni= ni=
andthe centralmoments
n
Mpq = Z(Iz — )’ (yi —¢y)? (2)

=1

up to orderp + g = 2, where(x;,y;), for i
1,...,n, denotethe coordinatef the pointsthat
belongto onelabeledregion. Sincetheinteraction
elementsare rectangularthe centralmomentscan
beusedto derive the orientation

2-m11

®3)

¢ = — arctan ——.
2 m2p — M2

andthewidth w andheight’ of thelabeledregions
3, i.e.,

12 - (m20 + mog)
moo

-4

w-h:moo, w2+h2:
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Theposition(c,, ¢,) andorientationg areavailable by smallthumbnails)for close-upviewing. A user
for the applicationprogram,and can for instance centeredapproachwas usedto createan interface
beusedin a similar way ascoordinatesuppliedby with a minimal numberof systemfunctions. Med-
a mousedevice!. The aspectratio w/h andarea ical expertswere confrontedwith the system. The
moo = w - h canbe usedto distinguishdifferent mostimportantobsenationscanbe summarizeds
interactionelements.For instance,n the example follows: 1) all userswere able to usethe system
imageof Figure3, thetwo upperregions,whichare straightaway and2) usersenjoyedthe new style of
attachedo a sheetof paper canbe distinguished interaction.

from the two bottom regions, which are separate
(andidentical)interactionslementsisedfor selec-
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