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Computer simulations have many application areas ranging from physics and
chemistry research, biomedical engineering and weather forecast to military
training and the preparation for missions in hazardous environments. Dis-
tributed simulations that involve humans-in-the-loop are typically applied for
training and preparation of large, often international, military operations. The
need for standardisation is clear from this observation. No wonder the military
world, especially the United States Department of Defence, is the driving force
behind the development of standards and technologies for distributed simula-
tions, which resulted in the High Level Architecture. HLA is widely applied and

is in the process of becoming an IEEE standard.

Distrib uted Simulation

Nowadaysthe demandor distributedsimulationis
increasingfor several reasons:budgetsfor large-
scale training operationsare decreasingand the
needfor being well-preparedto participatein a
large, often international,operationalteamis in-
creasing.Simulationsareespeciallyappliedwhere
peopletrainfor hazardousituationdik e warfareor
preparefor spacemissions.Large-scaleistributed
simulationsare of specialinterestto decreasdhe
costsandorganisationakffort of, for instancedis-
aster preparation,through replacing humansthat
play a minor role by computemprograms.Thus,ap-
plication areasfor distributed simulationsare not
restrictedto the military domain, but can also be
foundin thecivil andspacedomains.

As technologyimprovesandthe costsof hardware
decreases|arge-scaledistributed simulationsare
becomingaffordable,especiallywhencomparedo
real-life exercises. Distributed simulationsrequire
real-time dataexchangebetweensimulators(such
asfighter aircraft simulators)thatarealreadycom-
plex themseles. This implies the demandfor an
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interoperabilitystandardvhich not only foreseesn
communicatiorstandardsut alsoin ageneriqsoft-
ware) developmentprocess. Sincelarge piecesof
compl«, andthusexpensve, softwareareinvolved,
thereis alsoademandor re-usingcomponentsFi-
nally, legag/ systemsin mostcasessimulatorsthat
are being usedto operatestand-aloneneedto be
takeninto account.

Simulation Inter operability

Distributed simulationscan be cateyorisedasreal-
time simulations and event-driven simulations.
Real-timesimulationsare mostly appliedfor train-
ing and mission rehearsal,whereasevent-driven
simulationsareappliedfor operationabnalysisand
operationgesearchBoth typesof simulationshave
their own backgroundandstandardsn the military
world. TheUSDoD developedtheDIS (Distributed
Interactve Simulation)protocolto enablethe link-
ing of real-timetraining simulatorsand ALSP (Ag-
gregateLevel SimulationProtocol)for event-driven
simulationd1, 2]. In 1995theUS DoD initiatedthe
developmentbof agenericframenork for distributed



simulationscalledthe High Level Architectue.

Distrib uted Interacti ve Simulation

DIS (Distributed Interactve Simulation)is a stan-
dardisedprotocol for interconnectinglarge num-
bersof heterogeneousimulatorsacrosslocal and
wide areanetworks. DIS allows the combination
of such diverse elementsas real-time interactve

becomingtoo large. This methodis called
deadedoning

DIS hasbeensuccessfullyappliedin large military
exerciseswith hundredsof simulatorsconnectedo
eachother The deadreckning mechanismpre-
senesthenetwork from beingoverloadedalthough
all informationis broadcasto all participants. As
aconsequencef usingUDP/IP for databroadcast,

human-in-the-loogsimulators,computergenerated the protocolis not reliable,i.e., delivery of a mes-

autonomousgentsnumericalsimulationsof phys-
ical processesand live instrumentedparticipants,
to operateogethelin onesharedsyntheticenviron-

ment.

DIS hasbeenwidely acceptedboth by industrial
and governmentalinstitutes. The technical ap-
proachof DIS is basedon the following key ele-
ments:

e Object/&entarchitectue. Participatingsim-
ulation objectsare called entities Dynamic
entitiesinform all simulationsof their status
andactionsthroughthe transmissiorof stan-
dardisedinformation paclets, so-calledPro-
tocol DataUnits (PDUS).

e Autonomyof simulation nodes. All events
causedy anindividual simulationarebroad-
castto all other simulations. The receving
simulationsare responsiblefor determining
whetheran event is relevant, and for calcu-
lating the effects causedby the event. This
principleenablesndividual simulatorsto en-
ter and leave a DIS sessionwithout disrup-
tion.

e Transmissionof state change information
only. In orderto minimise network traffic
and processingtime, simulatorsonly trans-
mit statechangef the entity they simulate.
Continuousactiities aretransmittedat a re-
ducedupdaterate. Eachsimulationextrapo-
latesthe statedastreportedby othersimula-
tions until the next stateupdateis receved.
All simulationsare requiredto transmitnewn
stateinformation when the discrepang be-
tweentheirtrue stateandthe extrapolatecap-
proximationsmade by other simulationsis

sageis not guaranteed.Another dravback is the
rigidnessof the protocol:nev PDUswerebeingde-
fined for new simulationneeds.The call for relia-
bility, flexibility andre-usabilityresultedin a nev
approachtheHigh Level Architecture.

High Level Ar chitecture

In 1995 the US Defence Modeling and Simula-
tion Office (DMSO) initiated a new development
to establishstandard$or Modeling & Simulation,
calledtheHigh Level Architecture. The HLA stan-
dardpromotegre-useof simulationsandtheir com-
ponents. It attemptsto specify the generalstruc-
ture of the interfacesbetweensimulationswithout
makingspecificdemand®n the implementatiorof

eachsimulation.The standards developedin a co-
operatve, consensus-baséorum of developerd3].

HLA Terminology

A numberof fedeations eachconcentratingon a
specificareaof simulation,areenvisaged.A feder
ationconsistsf simulationapplicationscalledfed-
erates Federatesnay be simulationmodels,data
collectors simulatorscomputeilgeneratedorcesor
passie viewers. A simulationsessionjn which a
numberof federategarticipate,s calledan execu-
tion. SimulatedentitiesarecalledHLA objects All
possibldanteractionsdetweerthefederate®f afed-
erationaredefinedby the Federtion ObjectModel
(FOM). Thecapabilitiesof afederatearedefinedoy
the SimulationObject Model (SOM). The SOM is
introducedto encouragee-useof simulationmod-
els. The FOM andSOMsmay be regardedascon-
tractsthatfunctionasinterfacespecificationgor the
federatadevelopers.

Juli, 1999




The stateof eachobjectis definedby its attributes

Attribute valuescan be passedrom one objectto

another Objectsinteractwith eachothervia in-

teractionswhich may be viewed asunigueevents.
Initially, an objects attribute is controlled by the
federatethat instantiatecthe object. However, at-

tribute ownershipmay changeduring the coarseof

the simulation. Handingover attributesallows, for

instancetheimprovementof accurag by changing
to amoreaccuratesimulationmodel.

In orderto reducenetwork traffic andto limit the
amountof computationeachfederatehasto per

form, HLA provides a mechanismof publication
andsubscription Uponinitialisation eachfederate
registersobject classesand associatedttributes it

will represen{publication).It alsoregistersthe ob-

ject classesattributes and interactionsit needsto

performits task(subscription) Note thata federate
cannotonly subscribeo attribute types,but alsoto

(range=f) attribute values.Theaim hereis to filter

asmuchinformationaspossibleatthe source Pub-
licationsandsubscriptionaredynamicandmaybe
changediuringasession.

TheHLA standards formally definedby threeba-
sicconcepts:

1. ThelnterfaceSpecificatioris a formal, func-
tional descriptionof the interface between
theHLA applicationandthe underlyingRun-
TimeInfrastructue [4].

2. A setof HLA Rulesaredefinedto whichHLA
applicationshave to comply|[5].

3. TheObjectModel Templatesiefinethestruc-
ture of the FOMsandthe SOMs[6].

The Run-Tme Infrastructue (RTI) is the imple-
mentationof the HLA Interface Specificationand
formsthebasisfor all HLA federatesThesoftware
layertakescareof communicatiorbetweerthesim-

to initiate executionof the federation. Once
a federationexecutionhasbegun, a federate
may call the RTI to join thefederation.

2. Declaration Management Establishdatare-
guirements;for example, a federatewhich
hasjoineda federationwill publishobjectat-
tributesandinteractiongo thefederationand
subscribeo objectattributesandinteractions
it wishesto receve from otherfederates.

3. Object Management Create, register dis-
cover anddeleteobjects;for example,feder
ateswill registerandupdateattributesof ob-
jects they have publishedto the federation,
andthey will discorer objectsgeneratecy
otherfederates.

4. OwneshipManagement Transferownership
of objectsandattributesto or from otherfed-
erates;for example,a federatecurrently re-
sponsiblefor updatingan object may want
to passhatresponsibilityto anotherfederate.
Also, afederatemayacquireownershipof an
objectfrom anotheffederate.

5. Time Management Handling of messages
in differentways, dependingon the require-
mentsof theirdestinationse.g.,in receve or-
der (appropriatefor real-timehuman-in-the-
loop simulators),in priority ordef in causal
order or in timestamporder Theselastthree
methodsaretypically suitedfor nonreal-time
event driven simulationsfor, e.g., analysis
purposes.

6. Data Distribution Management Can be re-
gardedas an extensionof DeclarationMan-
agementby providing a mechanismo filter
data basedon the actual valuesof the at-
tributes.

ulationmodels.The RTI supportsHLA federations Using the Data Distribution Managemen{DDM)

throughmanagemenservicesdivided in six cate-
gories[7]:

1. Fedeation Management Createor join exe-
cution of a federation;for example,if a fed-
erateis thefirst memberof afederatiorto be-
gin execution,that federatecan call the RTI
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services, attributes can be associatedwith 'vol-
umes’, termedregions in a userdefined multi-
dimensional co-ordinate system, termed routing
space A publishedattribute canbe associatedvith
a so-calledupdateregion whereasan attribute that
is subscribedo canbe associatedavith a subscrip-
tion region. In casea subscriptionregion overlaps



anupdateregion, the (valueof the)attribute will be tively known astheFive StepProcessarelistedbe-

communicated8].

The DDM filtering mechanisnmshould be usedby
defining the regions in terms of attribute values.
Thisapproacthasbeenchoserin HLA to allow for
a high degreeof separatiorbetweenthe necessary
(machinedependentiepresentatioof attribute val-
uesontheonehandandtheissueof communicating
an attribute value on the otherhand. It is stressed
thatthe HLA distributed software layer considers
attribute valuesmerelyasarow of byteswhich are
notsemanticallyinterpretedoy the RTI.

Theflexibility of HLA givesthe developersof dis-
tributed simulationsfreedomin definingtheir own
standard$or dataexchange TheHLA ObjectMod-
elsintroducethe possibilityto reasoron amoreab-
stractlevel aboutsimulationcomponentsandthus
make re-usepossible.The ObjectModel Templates
prescribeaformal languagesothattoolscanbede-
velopedto handleFOMs and SOMs automatically
The useof HLA is greatlyencouragedy making
softwaresuchasan RTI andsupportingtoolsfreely
availablevia theweb[9].

Federation DevelopmentProcess

While muchof the early HLA developmenteffort
was focusedon the creationof the run-time archi-
tecture theimportanceof theearlydesignprocesses
is recognised.The US DoD hasformaliseda de-
scriptionfor the high-level processy which HLA
federationsanbe developedandexecutedto meet
the sponsoss requirements.This modelis known
astheHLA Fedeation DevelopmenandExecution
Processor FEDEP Model[10].

The FEDEP Model has beeninfluencedby the
hands-onexperienceof HLA applicationdevelop-
ers.Essentiallyit resembles softwareengineering
approachwhile alsotaking into accountthe neces-
sary (scenarioyreparatiorand executionstepsfor
the actualsimulation. The FEDEPmodelcontains
mary subprocesseand relationsbetweenthe pro-
cessesandintermediatgsoftware) products.How-
ever, atamoreabstractevel, it is possibleto iden-
tify a sequencef basicstepsthatall HLA federa-
tionswill haveto follow for federatiordevelopment
andexecution. Thesebasicstepswhich arecollec-

1. Define Federation Objectives Defineand

documenta set of needsthat are to be ad-
dressedthrough the developmentand exe-
cution of an HLA federation,and transform
theseneedsinto a more detailedlist of spe-
cific federationobjecties.

. Develop Federation Conceptual Model.

Developanimplementation-indepalentrep-
resentatiorof the real-world domainthatap-
pliesto thefederationproblemspaceandde-
velop the federationscenario. In this phase
alsothefederationobjectvesaretransformed
into a setof federation-specificequirements
to use as succesriteria during federation
testing.

From the perspectie of Object-Oriented
(O0) software designersthe federationcon-
ceptual model can be comparedto a tra-
ditional object model. That is, the focus
of federationconceptuamodeldevelopment
is to identify federationobjects,to identify
staticanddynamicrelationshipsetweerob-
ject classesandto identify the behaioural
andalgorithmicaspect®f eachclass/object.

. Designand Develop Federation. The pur

poseof the Design Federationsub-phasés
to establishthe membershipof the feder
ation, and to constructan engineeringap-
proachfor developingandimplementingthe
federation. The federationrequirementsthe
federationscenario,and the federationcon-
ceptualmodel provide the necessaryinput.
FederatiorDesignalsoincludesthe develop-
mentof a co-ordinatedolan to guidethe de-
velopmenttest,andexecutionof the federa-
tion.

The purposeof the Develop Federatiorsub-
phaseis to develop the FOM, modify feder
atesif necessaryand preparethe federation
for integration and test (including database
development,security procedureimplemen-
tation, etc.). Notice that the FEDEP model
doesnot prescribethe developmentof indi-
vidual federatesvhich could betakenfrom a
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simulationrepositoryor completelybedevel-
opedfrom scratch.

4. Integrate and TestFederation. Planthefed-
erationexecution,establishall requiredinter
connectiity betweenfederatesand testthe
federationprior to execution. The purposeof
thetestactuity is to verify whetherall partici-
pantscaninteroperatdo thedegreeneededo
achieve the federationobjectives. Threelev-
elsof testinghave beendefined:

ComplianceTesting Eachfederateis tested
individually to ensurethat the federatesoft-
warecorrectlyimplementshe HLA require-
mentsas documentedn the HLA Compli-
anceChecklist[11].

Integration Testing The federationis inte-
gratedandtestedasawholeto verify thedata
exchangebetweenfederatesas describedby
the FOM.

Fedeation Testing The ability of the feder

ation to achieve the federationobjectves is

tested.This includesobservingthe ability of

federatego interactaccordingto the defined
scenarioandto the level of fidelity required
for theapplication.

Thefirst two testingactiities aremore con-
cernedwith testing of the basic communi-
cation ability of the federation(’syntaxori-
ented’)whereaghe latter is focusedon test-
ing the semanticof the federation.In prac-
tise, however, thereis also a needfor test-
ing the semanticsof an individual fedeate
with regardto its specifiedcapabilitiesasde-
scribedby the SOM. Oncethisis established,
the numberof (re)testscan be reducedfor
each(new) federationin which the federate
will participate.

5. Execute Federation and Prepare Results
Execute the federation, processthe output
datafrom the federationexecution,reportre-
sults, and archive re-usablefederationprod-
ucts.

TheFEDEPmModelresemblesgenerakoftwareen-

gineeringapproachhut it alsoexplicitly acknavl-
edgegheexistenceof simulationcomponentepos-
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itories to encoragehe re-useof both modelsand
implementations.Anotherimportantaspectis the
integration with scenariodevelopmentand associ-
ateddata,andthe subsequengxecutionandanaly-
sissteps.Neverthelessthe FEDEPmodelwill have
to be tailoredto becomea practicaland beneficial
"tool” for both existing andnew simulationdevel-
opments.

Verification and Validation

Verification and validation are two importantpro-
cessesn software engineering.The differencebe-
tweentheverificationandvalidationprocessanbe
meta-phrasedsfollows: theverificationprocesss
concernedwith the question’is the productbeing
developedright ?° whereaghe validation process
is concernedvith the question'is the right product
beingdeveloped?’.

In traditionalsoftwareengineeringasoftwareprod-
uctis validatedagainsits well-defined(functional)
requirementsvhich shouldreflectthe users’needs.
In the simulationfield, however, the issueof val-
idation is much more comple, especiallyif some
real-world phenomenas to be simulated. It is of-
ten unclearwhat aspectf the real world have to
be modeledto obtaina simulationthatis usefulfor
its intendedpurpose Moreover, the level of simu-
lation fidelity is of greatimportancej.e.,thedegyree
to which the simulationis an accuraterepresenta-
tion of the real world. Fidelity conceptsneedto
be understoodvell to copewith boththe validation
andthedevelopmenbf (distributed)simulationsas
theseareoftena mixture of simulationcomponents
with diffent levels of fidelity [12]. Currently there
are no agreedupon definitionsand metricsfor the
conceptof fidelity, but thereis anincreasingscien-
tific interestin the areaof simulationfidelity.

The HLA community acknavledgesthe needfor
integrating the developmentprocessof federations
with the Verification and Validation process. The
FEDEPmodeldefinesatest-andintegrationphase;
but VerificationandValidationis a procesghatac-
tually startsin the requirements-phasandis con-
ductedthroughoutthe life-cycle of the product,in
parallelto the developmentprocess.

Eachphasén thedevelopmentycle deliversoneor



moreproductgsoftware,documentshich should
at least be verified for completenessg¢onsisteng
and correctnessvith respecto the productsdeliv-
eredin earlierphasef the development.Further
more,conceptuamodelsaswell asthe final prod-
ucts must be validatedagainstthe initial require-
mentsand the intendedpurposeof the simulation
with respecto the sponsors needs.Procedures$or
verification and validation of both legag/ simula-
tionsandnewly developedsimulationscanbefound
in theVV&A recommendegracticegguide[13].

Verification and validation proceduresare com-
monly usedto identify andsolve problemsin apar
ticular product,but they canalsobe usedto merely
assessanddocumentthequality of aproduct. This
documentatioris actuallythe key to the succes®f
the’re-use’of simulationcomponentsit is oftenthe
primary sourceof information on which the deci-
sionis basedvhetherthecomponentanbere-used
aspartof someotherproduct. A well-definedver
ification andvalidation policy, in conjunctionwith
awell conductedconfigurationrmanagemenolicy,
is the mostprominentpreconditionfor the success
of simulationcomponentepositoriesandthe con-
ceptof re-usabilityatlarge.

Curr ent Reseach

HLA is a technicalframeavork that enableghe de-
velopmentof large-scaledistributed simulationsin
which mary federatescan participatein the same
scenarioLarge-scalalistributedsimulationgpoten-
tially suffer from network relatedproblems,such
as latenciesand limited bandwidth. The RTI of-
ferstwo cateyoriesof managemergervicesyDDM
andOwnershipManagementjo copewith theseas-
pects. Theseservicesshould be madeaccessible
througha software middleware layer suchthat ap-
plicationdevelopersdo notneedto know all related
technicalintracacies.

DDM and OwnershipManagementelatedissues
arecurrentlybeinginvestigedoy TNO Physicsand
ElectronicsLabatory (TNO-FEL) in co-operation
with Eindhoven University of Technology(TUE).
The researchinvolves the constructionof a dis-
tributed simulation model to measurethe perfor
mancecapabilitiesof the availableRTI andto eval-

uatedesigntrade-ofs involving theuseof thesewo
RTI managemerdgervices.

Further researchinterestsinclude the formalisa-
tion of ConceptualModel descriptionsin a uni-

form mannerfor subsequenstoragein a Concep-
tual Model repository Sucharepositoryis manda-
tory for effectuatingthe re-useof simulationcom-
ponents. TheseConceptuaModel descriptionspr

templateswill alsohelp the systemanalystor de-
veloperto structurethe requiredinformationabout
theconceptuaimodel. Furthermoreformal descrip-
tions are necessaryto constructautomatedcode
generatorghatcanhelpin transforminghigh level

descriptionsnto code skeletonsfor a specificim-

plementatiodanguage.

Applying the FEDEP model in conjunctionwith
Verification and Validation is another research
topic. The FEDEP model is quite generic and
shouldbetailoredto aspecificapplicationarea.Es-
peciallythe researcho the processesf transform-
ing so-calledlegacy simulationsinto HLA compli-
ant simulationswith well-definedlevels of fidelity
may offer very practicalresults.

Finally, the constructionof middlevare layersand
standardisearchitecturedor the developmentof
individual federatesare of greatimportance.HLA
doesnot prescribehow anindividual simulationor
simulatorshouldbebuilt; it merelyprovidesatech-
nical frameavork with the necessaryun-time man-
agementservices. Within the NetherlandsHPCN
projectSIMULTAAN the conceptof re-usabledis-
tributed simulator componentds investigatedand
appliedto improve future co-operatioron simulator
developmen{14, 15].

Application Areas

From the origin of HLA it may be concludedthat
mostapplicationsarefoundin the military domain.
We mentionedteamtraining and missionprepara-
tion. To supportits researchto theseapplication
areas,TNO-FEL hasdevelopedthe ElectronicBat-
tlespaceFacility (EBF) [16]. The EBF offers an
infrastructureto createsyntheticervironmentsfor
experimentalresearcho real-timedistributed mili-
tary simulations.The EBF consistof hardwareand
software componentsuchasgraphicalcomputers,
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simulatormock-upsand supportingtools, that can
be networked with external simulatorsand mock-
ups to form a project-specificfederation. These
application-specifitederationsanthenbeusedfor
simulationsn thefield of operationabnalysismis-
sionpreparation/rehesal andproceduratraining.

Applicationareador distributedsimulationsarenot

only foundin the military domain,but alsoin the
civil andspacedomaing17]:

Collaborative Virtual Environments Currentlythe
mostadwanced3D userinterfacesto collaboratve

distributed simulationsare immersve virtual envi-

ronments. Immersive VES posese/ere communi-
cationrequirementslueto the natureof the gener

atednetwork traffic. Additionally, therearea num-
ber of critical humanfactorsthat needto be as-
sessedbeforethis technologycan be successfully
applied. The EU ACTS project COVEN [18], in

which TNO-FEL participates,aims to develop a

software platform for telewvorking andvirtual pres-
enceapplications. Network trials are being con-

ductedto investigatecommunicationaspectsun-

der different usageconditions[19]. Furthermore,
a studyto the feasibility of usingHLA conceptgo

supportinteroperabilitybetweenCOVEN applica-
tionsis beingdoneby TNO-FEL.

Industrial applications To date productdevelop-
ment requirespreciseplanning and reducedcycle
times. The trend towardsglobal collaborationin-
ducesan increasein interoperabilityrequirements
betweerinformationsystemsf aworld-wideoper
atingvirtual company Collaboratve decisionmak-
ing amongstgeographicallydispersedusinesop-
eratorsrequiresa sharedsituationawarenessbuilt
from consistentup-to-date reliable and authorita-
tive information. Distributed simulation facilities
will play a key role in suchcollaboratve decision
aids. TheHLA technologyis theprimecandidatexs
supportingtechnologyfor suchapplicationg20].
Driving simulation The automotve industrygen-
erally recogniseshe potentialvalueof driving sim-
ulation for safetyenhancementraining, andasa
researchtool. To date however, driving simula-
tors have mainly beenemplgyed in the latter area.
Thepotentialbenefitsof networking severaldriving
simulatorsinto onesyntheticervironmenthasbeen
recognisecandis further exploredin several inter
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nationalresearcltprojects[21].

Civil Aviation. Drivenby its large installedbaseof

simulatorsandthe trendtowardsinternationalcol-

laboration,and even globalisationof the aviation

industry the civil aviation communityhastakenan
active interestin simulatorinteroperability TheUS

FederalAviation Administration(FAA) has,within

theframework of its NationalSimulationCapability
(NSC) program,developeda Formal AnalysisPro-
cesqFAP), whichis ananalysisrnvironment,based
on HLA conceptshut adaptedo meeta numberof

civil aviation requirementsto supportR&D efforts

aimedat improving traffic flow, enhancingsafety

increasingcapacity andimproving overall system
performancg22].

Internationalspacemissions The EuropearSpace
Ageng (ESA)currentlyassessadLA asatechnol-
ogy to accomplishea moreeffective useof available
facilities,mainly simulatorsandsimulationmodels,
that are locatedthroughoutEurope. International
co-operationsuchasthe InternationalSpaceSta-
tion (ISS) require standarddfor distributed simu-
lations and model exchange. To demonstrateghe
possibilitiesof DIS and HLA, ESA developedin
co-operatiorwith the russianGagarinCosmonout
Training Centre (GCTC) a prototype application
for the rendez-ous anddocking of the Automated
TransferVehicle(ATV) andthelSS[23].

Conclusion

AlthoughHLA is primarily aimedat military appli-
cations,and mainly driven by the US Department
of Defence,it is both generalapplicableand avail-
able outsidethe military domain. Applying HLA
by non-military institutionsis greatly encouraged
by DMSO. We have mentioneda few application
areasn the civil andspacedomains,but morecan
bethoughtof.

The questionis whether HLA is as useful as
promisedby their developers.To answerthat TNO-
FEL hasdevelopedsomeprototypeapplicationsto
build up experience. TNO not only appliesHLA
asa given technologybut also provides feed-back
to the HLA community and DMSO in particular
basedon experimentalresearch.Examplesarethe
proposedmiddlevare layer, the researctto fidelity



issuesandthe applicationof the FEDEPmodelin
relationto VV&A. The currentRTI asmadeavail-
ableby DMSO is investigatedn co-operatiorwith
Eindhoren University of Technology Suggestions
for improvementson the DDM serviceshave been
communicatedo DMSO andwill betakeninto ac-
countwhendevelopingthe next versionof the RTI.

HLA is partof alarger standardisatioeffort in the
US on Modeling & Simulation. As such,HLA is
promising:not only the run-timecommunicatioris
addressedbut also the software engineeringpro-
cessis taken into account. For military applica-
tions the usageof HLA is greatly encouragedy
theUS DoD. In fact,a large simulationcommunity
is moreor lessdependenbn the technicalprogress
of HLA andin particularon the developmeniof the
RTI. Unfortunately a stableversionof RTI which
implementsall servicesefficiently is not yet avail-
able. Besides,usingthe RTI requiresquite some
programmingeffort dueto theadministratiorof ob-
jectsand attributes. To copewith the latter, users
aredevelopingmiddlevarelayersandcodegenera-
torstotailor HLA totheirown applicationareas As
a standardisatioeffort in Modeling & Simulation,
HLA is promisingandshouldbe appliedwith care.
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