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The solution of large sparse linear systems lies at the heart of many calcula-
tions in computational science and engineering and is of increasing importance
in computations in the financial and business sectors. Today, systems of equa-
tions with more than one million unknowns need to be solved. To solve such
large systems in a reasonable time requires the use of powerful parallel com-
puters. To date, only limited software for such systems has been available. The
European project PARASOL aimed to design and develop a library of scalable
sparse matrix solvers for distributed memory computers. The CLRC Ruther-
ford Appleton Laboratory, CERFACS, and ENSEEIHT, were jointly responsible
for the direct solvers. In this context, we have developed a MUlItifrontal Mas-
sively Parallel Solver (MUMPS).

PARASOL is anESPRITIV Long Term Research problems.The problemshave 148,770and227,362
Projectfor developing“An IntegratedErvironment unknowvns,respeciiely.

for Parallel SparseMatrix Solvers”. The Project
startedin Januaryl996andfinishedin Junel1999.
The Project involved twelve partnersfrom five

Europeancountries, including leading academic
groupswith experiencein the developmentof par

allel solvers and industrial code developerswho

will integratethe PARASOL solversinto their soft-

ware. An importantaspectof the projectwasthe Figurel: BMW crankshaft

strong link betweenthe developersof the sparse

solvers and the industrial end userswho provided To addresswide rangeof applicationsthe PARA-

arangeof testproblemsandevaluatedthe solvers. SOL library includes both state-of-the-artdirect
Figures1 and 2 shav two problemsfrom the au- solvers and iterative solvers. The latter are based
tomotive industry that are modelledby MacNeal- on domaindecompositiortechniqueslevelopedby
Schwendler(Munich, Germaly) as finite-element parallab (Bemgen, Norway) and ONERA (Paris,
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France), as well as multigrid techniquesdevel-
oped by GMD (Bonn, Germany). The CLRC
Rutherford Appleton Laboratory (Chilton, Eng-
land), CERFACS,andENSEEIHT (both Toulouse,
France), were jointly responsiblefor the direct
solvers and developedthe MUItifrontal Massvely
ParallelSolver, referredto asMUVPS [3, 4]. Thefi-
nal PARASOL library will beavailablein thepublic
domain.

Figure2: BMW carbody

MUMPS hasbeendesignedo solwe alarge rangeof
sparsdinear systemsof the form Ax = b, Here,
A isasymmetricpositive definite,generasymmet-
ric, or unsymmetriamatrix thatis possiblyrankde-
ficient, b is theright-handsidevector andx is the
solutionvectorto be computed. MUMPS factorises
anunsymmetrianatrix A into two triangularmatri-
ces(thefactors)L. andU sothatLUx = b. The
vectorx is obtainedby first computingy = L~'b
(using forward substitution)andthenx = U~y
(using back substitution). The factorisationof the
matrix A is in generalthe mostexpensve part of
the solutionprocessMUMPS usesanLDL T factori-
sationfor symmetricmatrices.

The main issuewith sparsedirect solers is that
thefactorsL andU will containmorenonzeroen-
tries thanthe original matrix, sometimesmarkedly
s0. (Zero entriesare not stored.) This increasen
nonzeroentriesis calledfill-in. Theamountof fill-
in depend®n boththe nonzergpatternof the origi-
nal matrix andthe orderin which theunknavnsare
eliminatedby the solver. The orderingalsolargely
determineghe amountof work (floating-pointop-
erationsyequiredduringthefactorisationlt is thus
necessaryhat a direct solver ordersthe unknavns
suchthat both time and storagerequirementsare
minimized. Unfortunately computingthe optimal
orderingis anNP-completgroblemandin practice
orderingsarecomputedusingheuristics.

The MUMPS packageusesa multifrontal approach
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to factorisethe matrix [1, 2]. The principal feature
of a multifrontal methodis thatthe overall factori-
sationis describedor driven) by an assemblytree
(Figure 3). Eachnodein the treerepresentsome
computationand eachedgerepresentshe transfer
of datafrom a child nodeto its parent(whichis the
adjacentodein the directionof theroot). An im-
portantaspectof the assemblytree is that it only
definesa partialorderfor thefactorisation.Thatis,
arithmeticoperationsat a pair of nodeswherenei-
theris anancestoof the otherareindependentFor
example,work cancommencen parallelon all the
leaf nodesof thetree.Operationsatthe othernodes
can proceedas soonas the datais available from
the childrenof the node. Thereis thusgoodscope
for exploiting parallelism,especiallysinceassem-
bly treesfor practicalproblemscontainmary thou-
sandf nodes.

leaves leaves

Figure3: Exampleassemblytree

Another important feature of the multifrontal
methodis that the operationsat eachnodein the
assemblytreetake placewithin a densesubmatrix,
calledfrontal matrix. Thefrontal matrix canbe par
titionedasa2 x 2 block matrix

Fi1 Fyio

Fo1 Fou |~
Unknowns are eliminated(using stepsof Gaussian
elimination) from within the block F1; only. The
Schurcomplemenmatrix Foy —Fo F ;' F19, called
the contrikution block, is computedandsentto the
parentnodein the assemblytree whereit is as-
sembledor summed)nto thecorrespondindrontal
matrix. This requiresindirect addressing.For the
eliminationoperation®nafrontal matrixandform-
ing the contritution block, we can use high per
formance(cache-dfcient) densematrix kernelsthat
areusuallysuppliedby themachinevendors.



The parallel code solves the systemAx = b in
threemainsteps:

1. Analysis A masterprocessorcomputesan
orderingof the unknavns basedon the sym-
metrisedmatrix patternA + A”. Theorder
ing can also be provided by the user The
masteralso computeshe assemblytree and
amappingof the nodesof thetreeto the pro-
cessorsThemasterthensendghis andother

symbolicinformationto the otherprocessors.

Using this information, eachprocessoresti-
matesthe work spacerequiredfor its part of
thefactorisatiorandsolution.

2. Factorisation The original matrix is first
preprocessedif necessaryand distributed
to the processors.Each processomllocates
the memoryfor workspaceandfactors. The
numericalfactorisationon eachfrontal ma-
trix is performedby a processodetermined
by the mappingand potentially one or more
otherprocessorshat are determineddynam-
ically. Thefactorsmustbe keptfor the solu-
tion phase.

3. Solution Theright-handsideb is broadcast

from themasterto the otherprocessorsThey
computethe solutionx by forward andback
substitutionusingthedistributedfactors.The
solutionvectoris thenassemblednthe mas-
ter.

The MUMPS packagethus containsthree main en-
tries. Repeatedactorisationsrepossibleusingthe
symbolic information from one analysis,and re-
peatedsolutionsarepossibleby re-usingthefactors
of onefactorisation.This way, somecomputation-
ally expensve partsof the whole solution process

the numberof floating-pointoperations,assuming
no pivoting is performed,and the storagecost by
the numberof entriesin the factors. If two adja-
centnodesin thetreeareassignedo differentpro-
cessorsthe connectingedgerepresent€ommuni-
cation betweenthe processors.Suchcommunica-
tion is an expensve overhead. Therefore, MUMPS
identifiessubtreesn the assemblytreeandmapsa
completesubtreeontoa singleprocessopof thetar
get machine(Figure 4). In general, MUMPS uses
moresubtreeghanthereare processorsThis way;
the computationperformedon the subtreesan be
balancedverthe processors.

PO+P1+P2+P3

PL+P2+P3

PO P1 P2 P3 P2

Figure4: Exampledistribution of the computation
over four processor®0, P1, P2, andP3

In practice,the nodesnearthe root of the assem-
bly treeinvolve more computationthan nodesfur-
theraway from theroot. For someproblemswe ob-
senedthatmorethan75%of thework is performed
in thetop threelevelsof thetree.Unfortunatelythe
numberof independenhodesneartherootis small,
andsothereis lessparallelismto exploit. For exam-
ple, therootin Figure4 hasonly two childrenand
henceonly two processorsvould performthe cor
respondingvork while the otherprocessorsemain
idle.

It is thus necessaryto obtain further parallelism

neednotberepeatedn situationswherea sequence within thenodesneartheroot. In the MUMPS imple-

of similar systemsf equationseedbe solved (for

examplesystemsvhosematriceshave thesamepat-
tern or systemsthat only differ in the right-hand
side).

The mappingthatis computedduring the analysis
keepscommunicationcoststo a minimum during
factorisatiorandsolutionandbalanceshe memory
andcomputatiorrequiredby the individual proces-
sors. The computationalcostis approximatedoy

mentation,the processotto which a computation-
ally expensve nodeis assignedpartitionsthecorre-
spondingfrontal matrix andmapsthe partsdynam-
ically ontoa numberof processorshathave arela-
tively low load. The processoalsoinformsall the
processorshat areinvolved in the eliminationop-
erationson the childrennodessothatthey cansend
their data(contritution blocks,etc.) directly to the
appropriateprocessorsThe eliminationoperations
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onthefrontal matrix aresubsequentlperformedn
parallel.

Overall, MUMPS achieres high performanceby ex-
ploiting parallelismdueto the sparsityof the prob-
lemandparallelismfrom densematrix kernels.Fur-
thermore MUMPS overlapscomputationwith com-
municationby usingasynchronousommunication.
MUMPS usesdynamicdatastructuresand dynamic
schedulingof computationatasksto accommodate
extrafill-in in the factorsdueto numericalconsid-
erationgnottakeninto accounduringtheanalysis)
andto copewith loadvariationsof the processors.

Sofar, the softwarehasmainly beenusedfor solv-
ing problemdrom industrialpartnersn the project.
Typical PARASOL test casesare from applica-
tion areassuch as computationalfluid dynamics,
structuraimechanicsmodellingcompoundlevices,
modellingshipsand mobile offshoreplatforms,in-

dustrialprocessingf complex non-Nevtonianlig-

uids, andmodelling car bodiesandenginecompo-
nents.Tablel shavstheperformancef the MUMPS
factorisationand solution phaseson a symmet-
ric positive definite matrix (provided by MacNeal-
Schwendlerthat comesfrom the modelling of an
inline skater

numberof elapsedime

processorg factorisation| solution
1 723 18.5
2 385 10.7
4 222 8.8
8 151 5.0
12 97 4.4
16 68 4.2
32 62 4.4

Tablel: Factorisatiorandsolutiontime (in seconds)
for MUMPS onthe INLINE500K testcase
(503, 712 unknavns)on an SGI Origin 2000
(195Mhz) machine.

Thematrixis of order503, 712 andhas36.8 million
nonzerosn its lower triangularpart. The factorisa-
tion requiresl43 Gigaflopsandthe factorscontain
175 million entries. The largestproblemwe have
solved to dateis a model of an AUDI crankshaft.
Thecorrespondindinearsystemis symmetricposi-
tive definiteandof order943, 695 with morethan39
million entriesin its lower triangularpart. With the
bestorderingof theunknavnsthatwetried, MUMPS
created .4 billion entriesin thefactorsandrequired
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5.9 Teraflopsfor the factorisatiorof the matrix.

MUMPS is designedo be usedin conjunctionwith
other solutiontechniquesand this will allow even
larger problemsto be solved. For example,within
substructuringnethodsthe overall problemis de-
composednto subdomainsandthe corresponding
globallinearsystemcanbe partitionedas

A Ay
X b
Ao Ay, ! B _1
: X b
Apl Ap? App P P

Here,the submatrixA;;, i« < p, correspondso the
(interior) unknavnsin subdomaini, A, to theun-
knowns that lie on the interfacesbetweensubdo-
mains,andtheothermatricesepresenthecoupling
betweerthesubdomainsndtheinterface. Thesub-
domainsare decoupledand can thereforebe fac-
torisedindependently(e.g.,by MUMPS). The over
all factorisationthenreducego factorisingthe in-
terface thatis, the Schurcomplementnatrix

p—1
S=Ap-> S, Si=ALA'A,
i=1

whereS; is alocal Schurcomplemenmatrix. How-
ever, the explicit constructionof S is often expen-
sive, in termsof both time and storage. To avoid
this, iterative techniquesare usually appliedto the
interface (that do not needS explicitly). For ex-
ample thedomaindecompositiorsolver developed
by ParallabusesMJUVPS on the subdomainsanda
preconditionedconjugategradientdterationon the
interface. To enhancehe performanceof the over
all method MUMPS hasoptionsto computetherank
anda null spacebasisof matrices(the subdomain
matricesmay be rank-deficient),and to return a
Schurcomplemenmatrix.

The MUMPS softwareis alsoequippedwith arange
of classicalpre- and postprocessindacilities that
may speedup the computationand improve the
computedsolution. For example, MUMPS hassev-
eral waysto scalethe rows and columnsof badly
conditionedmatricesprior to factorisation. Thesys-
temsolvedis then

(D;AD,)(D;'x) = Db



whereD; and D, are diagonalmatrices. Matrix

scalingis often usefulto reducethe amountof nu-

mericalpivoting (which usuallyrequiresextra stor

ageandwork). MUVPS canalsodo a (backward)
error analysisof the computedsolution and per

form iterative refinementto improve the accurag

of the solution. In situationswhere the user has
goodknowledgeof the problemat handandknows

a good (or even optimal) order in which the un-

knowns should be eliminated, MUMPS can accept
auserdefined(external)orderingof the unknavns,

insteadof computingoneinternally

TheMUMPS (andotherPARASOL) softwareis writ-
tenin Fortran90. It requiresMPI for messag@ass-
ing and makes use of BLAS, LAPACK, BLACS,
andScal ARACK subroutinesMJUMPS hasbeende-
velopedandtestedon anIBM SP2,an SGI Paver
Challengeandan SGI Origin 2000. The software
is currentlybeingportedto aCray T3E.

Although the PARASOL project finishedin June
1999, the MUMPS software is being further tested
anddeveloped.Themaincontrikutorsto the MUMPS
project are Patrick Amesty (ENSEEIHTFIRIT),
lain Duff (RAL/CERFACS),Jean-YesL’Excellent
(CERFACS), Miroslav Tlima (CzechAcademyof
Sciencesandtheauthor

Further information on the PARASOL project is
availablefrom the Web URL

http://ww. geni as. de/ par asol /
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